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ABSTRACT 

Apache Spark, renowned for its proficiency in processing vast datasets, efficiently handles intricate processing tasks. 

It disperses these tasks across numerous computing instances autonomously or in conjunction with other distributed 

computing tools. As the volume of data burgeons and machine learning models advance, the imperative for swift and 

intricate feature engineering and model training intensifies. Clusters comprising multiple compute instances exhibit a 

noteworthy performance surge compared to individual cases, expediting data processing. However, leveraging such 

cluster configurations entails substantial costs due to the amalgamation of multiple compute instances (Worker Nodes) 

overseen by a Controller Node. 

Nonetheless, significant cost reductions are observed as platforms like Databricks and EMR, which host these clusters, 

offer pay-as-you-use options. Furthermore, the cluster can be tailored to optimize performance while minimizing 

costs, although this manual process necessitates technical prowess and experience. This paper proposes the automation 

of cluster selection by developing a GEN-AI-powered recommendation engine. We demonstrate the utilization of 

Conditional Generative Adversarial Networks (cGANs) to generate additional samples from sparse custom training 

data. Leveraging data workload, anticipated usage duration, and budget constraints, the recommendation engine 

suggests controller and worker node instance types and the requisite number of worker nodes. 

INTRODUCTION 

Artificial Intelligence (AI) encompasses many technologies promising substantial enhancements in business value for 

organizations. With the exponential growth of data and computational capabilities, organizations increasingly rely on 

AI to drive business value. 

The core objective of recommender systems is to furnish product recommendations to end-users based on their past 

actions or preferences. Despite significant research efforts to refine recommendation processes for precision and 

personalization, challenges such as cold start and data sparsity persist. Traditional recommendation engines rely on 

ratings and user preferences, but prioritizing user input is crucial for tailored recommendations that align with user 

needs. To craft purpose-driven recommendations, data-driven recommendation engines must surmount two vital 

technical hurdles: managing diverse data transformation file structures and addressing name inconsistencies in data 

transformation files. 

While most established approaches define recommendation as regression or classification and deploy discriminative 

models, data sparsity poses a formidable challenge for recommender systems. Aside from exhibiting poor 

generalization, Discriminative models are prone to noise due to limited interactions. Generative Adversarial Networks 

(GANs) are increasingly employed in recommendation tasks to tackle data noise and sparsity issues. Recognized for 

their capacity to learn complex data distributions, GANs offer several advantages for recommendation tasks. 

This study incorporates user and item subset interactions as conditional information, framing the generation of 

conditional rating vectors as a matching problem between users and items. This approach enables a more flexible 
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model selection for the generator and discriminator, facilitating the estimation of generative models. Leveraging their 

ability to grasp intricate data distributions, GANs demonstrate promising outcomes across various domains, including 

computer vision and natural language processing. 

GAN-based recommender systems can be categorized into two main types: one category reconstructs user-related 

vectors, while the other employs negative sampling using the generator. 

Contribution of the Work: 

- This work presents the pioneering Spark recommendation engine constructed utilizing conditional GAN. 

- Custom data is generated during performance tuning. 

- The authors have automated the cluster selection process by developing a recommendation engine based on GEN-

AI. The recommendation engine suggests the instance type for master and worker nodes and the required number of 

worker nodes based on data workload, anticipated usage duration, and budget constraints. 

PROBLEM FORMULATION 

Apache Spark, an open-source framework for large-scale data analytics, employs in-memory computation to tackle 

iterative algorithms developed by the AMPLab at UC Berkeley. It offers a broader range of functionalities compared 

to MapReduce in Hadoop. In a cloud environment, selecting a cluster involves various considerations depending on 

the chosen criteria and cloud provider. 

Defining needs: The initial steps involve outlining specific requirements, including workload types, application 

scalability, desired performance levels, and any software/hardware dependencies. 

- Budget determination: Establishing a budget help narrow down cluster options and aligns them with financial 

constraints. 

- Selecting cluster type: Cloud providers offer diverse cluster types, such as virtual machines, containers, or serverless 

computing options. Choosing the suitable type depends on job characteristics and required capabilities. 

- Cluster size and configuration: Decisions regarding node/instance numbers, CPU/RAM capacity, storage, network 

bandwidth, and additional services/features are made. 

- Fault tolerance and high availability: Evaluating providers' offerings to ensure continuous operation despite hardware 

failures or disruptions through features like automatic scaling and load balancing. 

- Security and compliance: Assessing data encryption, network security, identity/access management, and compliance 

certifications to meet the firm's security and compliance standards. 

- Performance and scalability: Verifying if the cluster can handle workload demands with appropriate scalability 

features like auto-scaling, vertical, and horizontal scaling. 

- Cost optimization: Opting for instance types, storage options, and pricing models to optimize expenses, utilizing 

cost-saving measures like reserved or spot instances. 

- Performance testing and benchmarks: Subject the cluster to performance tests and compare them against industry 

standards to ensure they meet requirements before deployment. 

- Continuous monitoring and optimization: Utilizing monitoring tools to identify bottlenecks, maximize resource 

utilization, and make necessary adjustments to maintain performance while minimizing costs. 

This process relies on manual execution and necessitates appropriate technical skills and expertise to set up a cluster 

effectively. 

METHODOLOGY 

Generative Adversarial Networks (GANs) are a generative modelling technique capable of learning deep 

representations even without heavily annotated training data. The core concept of GANs involves a competition 

between discriminators and generators in an adversarial process. The generator aims to produce samples that closely 

match the distribution of the training data, while the discriminator learns to distinguish between real and synthetic 

samples. 
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In the original GAN framework, the generator and discriminator are constructed as multilayer perceptrons, as depicted 

in Figure 1. The process commences by randomly selecting a fixed-length vector from a Gaussian distribution. This 

vector serves as a random seed for the generator, initiating the generation process in the latent space, where data 

distribution is projected. 

 

Fig. 1. Generative Adversarial Networks (GAN) architecture [14]. 

Through adversarial training, the generator and discriminator iteratively refine their abilities. The generator learns to 

produce outputs resembling accurate data, while the discriminator improves its discrimination skills. The minimax 

function describes the adversarial objectives of the functions G (generator) and D (discriminator), which adjusts each 

function's parameters. This continual refinement process facilitates the generation of synthetic data that closely 

mirrors accurate data distributions. 

Equation (1) illustrates the objective of the discriminator in a GAN, which strives to minimize the output D(G(z)) 

towards 0, while the generator aims to maximize it, approaching 1. Here, 𝑃𝑑𝑎𝑡𝑎(𝑥) represents the data distribution 

from which the GAN learns to generate samples. Input samples (z) from a prior distribution, 𝜌𝑧(𝑧), are transformed 

into generated examples G(z) using a generator G. The discriminator D assesses the likelihood that a given example 

is real or fake by comparing actual samples from 𝑃𝑑𝑎𝑡𝑎(𝑥) with those created by G. 

Conditional GANs 

Conditional GANs, a sophisticated class of machine learning models, merge the capabilities of GANs with the 

inclusion of conditional information. This unique feature empowers cGANs to produce highly realistic and 

contextually specific outputs based on provided conditions, sparking curiosity about their potential applications. 

A GCN architecture comprises two main components: a generator G and a discriminator D. The generator takes 

random noise and conditional inputs as input and generates synthetic samples. In contrast, the discriminator 

distinguishes between genuine and generated samples. 
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Fig. 2. conditional GAN architecture for recommendation 

Incorporating additional information about the input data, the GAN model can consider an auxiliary input signal, y, 

supplied to both the generator and discriminator functions, enabling them to learn different aspects of the target 

distribution. Consequently, the objective function of the conditional GAN changes, as depicted in equation (2). 

In this context, 𝑃𝑑𝑎𝑡𝑎(𝑥) represents the joint density that the model is tasked with learning, with E representing the 

expectation operator. 

The GAN model employed in the current study is schematically represented in Figure 2. It demonstrates how GAN-

based recommender systems can handle complex data distributions and reconstruct user-related vectors. The latent 

variables z and user attributes y are input into the generators, yielding matrices G1 and G2. Discriminators are trained 

to distinguish between these generated matrices and real samples X1 and X2. Any errors in this discrimination process 

are utilized to adjust the weights in the generators. 

In the realm of cluster recommendation, considering a set of overlapping cluster categories, the conversion rate (CR) 

is defined as the ratio of the number of recommended clusters that are selected to the total number of recommended 

items. 

In this context, 𝑃𝑑𝑎𝑡𝑎(𝑥) represents the joint density that the model is tasked with learning, with E representing the 

expectation operator. 

Figure 2 schematically represents the GAN model employed in the current study. It demonstrates how GAN-based 

recommender systems can handle complex data distributions and reconstruct user-related vectors. The latent variables 

z and user attributes y are input into the generators, yielding matrices G1 and G2. Discriminators are trained to 

distinguish between these generated matrices and actual samples X1 and X2. Any errors in this discrimination process 

are utilized to adjust the weights in the generators. 
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In the realm of cluster recommendation, considering a set of overlapping cluster categories, the conversion rate (CR) 

is defined as the ratio of the number of recommended clusters that are selected to the total number of recommended 

items. 

In equation (3), (𝑖𝑣, 𝑖𝑏 ) denote items, and (𝐶𝑉, 𝐶𝑏 ) represent product categories. N signifies the number of GAN 

realizations, y stands for the user segment, and "#()" denotes the cardinality of the argument. 

RESULTS AND DISCUSSION 

This adversarial network is proficient in backpropagation updates and adversarial learning by generating user-related 

values for data augmentation. Custom data was created during performance tuning to train the model effectively. 

Processing vast amounts of data and training it using the Spark Framework posed the challenge of identifying an 

affordable yet highly efficient cluster configuration. Therefore, the authors devised permutations and combinations of 

different data sizes and cluster configurations to evaluate overall performance. 

 

Fig 3. Recommended items are drawn from intersection of outputs generated by the trained cGAN. 

During the rigorous model training, it was observed that the incorporation of dropout layers in G1 and G2 significantly 

facilitated convergence. However, the addition of these layers to the discriminator sub-models did not noticeably 

impact performance. The optimization method utilized during training was Adam, also known as stochastic gradient 

descent. Default values were applied to the customizable parameters, ensuring the model's effectiveness. 

Over 300 epochs, the system underwent training on encoded data, utilizing randomly selected batches comprising 32 

instances each. Throughout these training cycles, the training data statistics for each network constituting the model 

were closely monitored. 

Until approximately epoch 300, when the GAN output began to diverge, G1, G2, and accurate statistics progressively 

converged. This convergence might indicate that the networks' capacity to encode information for this abstract 

learning task reached a plateau. However, the measured discriminator accuracies at training termination typically 

ranged between 45 and 55 per cent, indicating the models' inability to discern between genuine and fraudulent 

distributions generated by the generators. 
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Fig 4. The learning curve of cGAN 

Figure 4 illustrates an initial rise in relevance through adversarial training followed by a subsequent decline as 

diversity steadily increases with expanding training epochs. This trend suggests that relevance and diversity may be 

enhanced as the generated sets resemble the ground-truth sets more closely, reflecting the increasing capabilities of 

the generator and discriminator. However, once diversity reaches its peak potential at approximately 140 epochs, 

relevance deteriorates as diversity increases. 

CONCLUSION 

The findings of this study suggest that the model's recommendations could benefit customers and other users. By 

leveraging item pairings, the conditional GAN learns to generate samples from the joint distribution of user 

requirements, which can then be utilized to select suitable clusters for specific user categories. The technique for 

Spark cluster recommendation developed in this study introduces several novel features. 

To further advance this research, the authors have planned numerous future projects. They aim to explore various 

hybridization strategies (weighted, mixed, etc.) to uncover additional opportunities for integrating methodologies and 

data sources, thereby enhancing the quality of recommendations. Additionally, they will focus on evaluating the 

impact of matrix factorization approaches on the accuracy and scalability of the recommendation system. 
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